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Abstract
We introduce and study a variational model for signal and image analysis based on
Riemann–Liouville fractional derivatives. Both the one-dimensional and
two-dimensional cases are studied. The model exploits a quadratic fitting data term
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1 Introduction
Variational methods in image processing are quite popular now and there is a plenty of pa-
pers on this topic both from the theoretical and computational point of view. The general
(deterministic) variational model may be written as the minimization of a cost functional
under some constraints that usually drive the underlying functional framework. The cost
functional is the sum of two different terms. The first one is the fitting data term that
measures the distance between the observed or measured object (the datum) and the com-
puted one. The second term add priors on the object and it is known as the regularizing
term; the role of this term is twofold: sometimes the minimization problem turns out to be
ill-posed, thus such a term allows selection of the desired solution among objects whose
properties are a priori known; in addition, this second term must be suitably tailored in
order to make the whole cost functionals coercive and semicontinuous with respect to the
underlying topology, in order to exploit the methods of Calculus of Variations.

Classical nonconvex (hence lacking the uniqueness of a minimizer) variational models
are the Mumford–Shah and Blake–Zisserman ones ([1, 7, 16, 22]) that were extensively
used in image segmentation and denoising.

Another classical model for image analysis is the Rudin–Osher–Fatemi model ([32]) also
known as ROF or TV (total variation), which is based on a strictly convex minimization,
and has several variations in the literature ([19, 30, 35]): in such a model, the regularizing
term is a first-order term, namely the total variation that turns to be the �1 norm of the gra-
dient in a discretized setting; to avoid artefacts such as staircasing that appears in the TV
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approach the total variation term has been updated to involve a second-order derivative,
the most popular one being the so-called Total Generalized Variation (TGV) [8]. Similar
models have been developed with different second-order terms for denoising and texture
analysis in [3, 5, 24] or segmentation and inpainting as in [11–17].

All the aforementioned models provide good information of the contours and cartoons
but few of them focus on texture analysis (from a deterministic point of view). A more
appropriate tool for this task could be the fractional derivative (of order between 0 and
1) that has been extensively used in computer vision [19, 23, 27] for denoising and seg-
mentation and textured images as well [30, 31, 34]; but these articles mostly deal with
the finite-dimensional framework (after discretization) and very few propose an infinite-
dimensional approach together with an appropriare mathematical analysis. However, we
mention the work by Zhang and Chen [35] that proposes an anisotropic total fractional-
order variation model for image restoration in a continuous setting and produces several
numerical tests, showing better reconstruction of noisy images, with improved contrast
and circumventing the staircasing effect.

In this paper, we introduce an isotropic FTV model, say a model based on Fractional
Total Variation of restored images: a suitably weighted fidelity term matches with a regu-
larizing term corresponding to the sum of total variations of both left and right fractional
derivatives.

We investigate such a variational model in the framework of Riemann–Liouville frac-
tional derivatives. We show that there exists a unique solution that belongs to the space
of Fractional Bounded Variation space BV s as defined in [26], see also [4, 21, 25]. Both 1D
and 2D cases are considered, respectively, in Sects. 3 and 4.

A comparison with Zhang and Chen [35] (which is based on fractional derivative filter-
ing too) is shown in Sect. 5.

We emphasize that, as long as fractional derivatives are involved, the isotropy is not for
free but must be imposed, since both right and left derivatives have different nontrivial
kernels: for instance, referring to the interval (0, 1) for simplicity, the Riemann–Liouville
left derivative Ds

+ vanishes on every multiple of xs–1, thus unbounded perturbations of the
kind εxs–1 may affect any minimizing sequence with an arbitrary low cost. On the other
hand, Ds

–[xs–1] �≡ 0 since the kernel of the right derivative Ds
– consists in the multiples of

(1 – x)s–1; moreover neither xs–1 nor (1 – x)s–1 belong to BV s(0, 1). For this reason, we in-
troduce a symmetrized approach to the fractional total variation in signal analysis, where
the regularizing filtering is based on both left and right derivatives: see functional F de-
fined in (3.3) and related optimization problem PF that fulfils isotropy, since it depends
on both left and right fractional derivatives.

With regard to recent results concerning fractional Sobolev and fractional Bounded
Variation spaces based on Riemann–Liouville fractional derivatives we mention also [6],
[10] and [21]; about recent developments concerning fractional derivatives, by a different
approach based on operator theory and tuned to the case of several variables, we mention
[20]; about texture analysis models based on fractional derivatives and numerical imple-
mentation we mention [18], [29].

2 Preliminary tools for the 1D case
As we are dealing with Riemann–Liouville fractional calculus we recall the definitions and
the main results useful in the following ([33]). For additional details concerning a bilateral
approach we refer to [4, 25, 26].
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The signal domain is a generic bounded interval (a, b) of R but, for the sake of simplicity,
we choose a = 0 and b = 1 in the following. The notation d/dx stands for the classical
pointwise derivative, Dx or, in short D, denotes the distributional derivative, W 1,1(0, 1) =
{u ∈ L1(0, 1) | Du ∈ L1(0, 1)} denotes the usual Gagliardo–Sobolev space. Note that often
(see, e.g., [33]) this space is referred to as the space of absolutely continuous functions
AC(0, 1).

We recall the definition of the Riemann–Liouville fractional integrals and derivatives for
L1-functions, which, like their bilateral versions (Riesz potentials and related distributional
derivatives) [25], can be represented by convolutions.

Definition 2.1 Let u ∈ L1(0, 1). For every 0 < s < 1, recall the classical left-side and right-
side Riemann–Liouville fractional integrals, by setting, respectively,

Is
+[u](x) =

1
�(s)

∫ x

0

u(t)
(x – t)1–s dt, 0 ≤ x ≤ 1, (2.1)

Is
–[u](x) :=

1
�(s)

∫ 1

x

u(t)
(t – x)1–s dt, 0 ≤ x ≤ 1, (2.2)

Is[u](x) :=
1

2�(s)

∫ 1

0

u(t)
|x – t|1–s dt, 0 ≤ x ≤ 1. (2.3)

Here, and in the following, � stands for the classical Gamma function (see [28]).
Next, we define the Riemann–Liouville fractional derivative as

Definition 2.2 (Distributional Riemann–Liouville fractional derivative) Let u ∈ L1(0, 1)
and 0 < s < 1. Then, referring to [25] and [26], the left, right, and bilateral Riemann–
Liouville derivatives of u at x ∈ (0, 1) are defined by

Ds
+[u](x) = Dx

(
I1–s

0+ [u]
)
(x) =

1
�(1 – s)

Dx

∫ x

–∞
u(t)

(x – t)s dt, (2.4)

Ds
–[u](x) := –Dx

(
I1–s

1– [u]
)
(x) =

–1
�(1 – s)

Dx

∫ +∞

x

u(t)
(t – x)s dt, (2.5)

Ds[u](x) = DxI1–s[u](x) :=
1
2
(
Ds

+[u](x) – Ds
–[u](x)

)
. (2.6)

We emphasize that, referring to the trivial extension of u (u = 0 a.e. on R \ (0, 1)), all
integrals in (2.1)–(2.5) are convolutions, though we consider their values restricted to the
open set (0, 1) (see [25, 26]):

Is
+[u] = u ∗ H(x)

�(s)|x|1–s , Is
–[u] = u ∗ H(–x)

�(s)|x|1–s , Is[u] = u ∗ 1
2�(s)|x|1–s ,

namely

Is
+[u](x) =

1
�(s)

∫ 1

0

u(t)H(x – t)
|x – t|1–s dt for every x ∈R,

Is
–[u](x) =

1
�(s)

∫ 1

0

u(t)H(t – x)
|x – t|1–s dt for every x ∈ R.
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Moreover, all the derivatives appearing in (2.4) and (2.5) are understood in the distribu-
tional sense in D′(R), though we will work in D′(0, 1) by handling their restrictions to the
open set (0, 1). We refer to [26] for the related theory.

We recall the Sobolev and Bounded Variation spaces associated to the Riemann–
Liouville fractional derivative as introduced in [26].

Definition 2.3 Let s ∈ (0, 1):

W s,1
+ (0, 1) :=

{
u ∈ L1(0, 1) | I1–s

+ [u] ∈ W 1,1(0, 1)
}

, (2.7)

W s,1
– (0, 1) :=

{
u ∈ L1(0, 1) | I1–s

– [u] ∈ W 1,1(0, 1)
}

. (2.8)

Both W s,1
+ and W s,1

– are Banach spaces, when endowed with their natural norms. Unfor-
tunately, bounded subsets of Sobolev spaces W s,1

+ and W s,1
– lack compactness properties

in L1 for fractional derivatives. This led us to introduce the fractional BV counterparts of
these spaces in a symmetric framework.

Definition 2.4 (Riemann–Liouville fractional bounded variation spaces) For every s ∈
(0, 1) we define BV s(0, 1), or shortly BV s, by

BV s = BV s
+ ∩ BV s

–, (2.9)

where, referring to Definition 2.1,

BV s
+ =

{
u ∈ L1(0, 1) | I1–s

+ [u] ∈ BV (0, 1)
}

=
{

u ∈ L1(0, 1) | Ds
+[u] ∈M(0, 1)

}
,

BV s
– =

{
u ∈ L1(0, 1) | I1–s

– [u] ∈ BV (0, 1)
}

=
{

u ∈ L1(0, 1) | Ds
–[u] ∈M(0, 1)

}
.

The next theorem shows that BV s endowed with its natural norm is a Banach space too
and that every bounded subset of BV s is relatively compact both in the strong L1 topology
and the weak∗ topology of measures for the related derivatives, respectively, Ds

+, Ds
–.

Theorem 2.5 (see [26]) Assume that the parameter s fulfills 0 < s < 1.
Then, the space BV s(0, 1) is a normed space endowed with the norm

‖u‖BV s(0,1) := ‖u‖L1(0,1) +
∥∥Ds

+[u]
∥∥
M(0,1) +

∥∥Ds
–[u]

∥∥
M(0,1). (2.10)

Moreover, BV s(0, 1) is a Banach space and for every q ∈ [1, 1/(1 – s)), there is C = C(s, q),
such that

‖u‖Lq(0,1) ≤ C(s, q)‖u‖BV s(0,1). (2.11)

Every u ∈ BV s(0, 1) can be represented by both

u(x) = Is
+
[
Ds

+[u]
]
(x) +

I1–s
+ [u](0+)

�(s)
xs–1 a.e. x ∈ (0, 1), (2.12)

and

u(x) = Is
–
[
Ds

–[u]
]
(x) +

I1–s
– [u](1–)

�(s)
(1 – x)s–1 a.e. x ∈ (0, 1). (2.13)
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Theorem 2.6 (Compactness in BV s(0, 1) (see [26])) Assume that 0 < s < 1 and

‖un‖BV s(0,1) ≤ C. (2.14)

Then, there exist u ∈ L1(0, 1) and a subsequence such that, without relabeling,

⎧⎪⎪⎨
⎪⎪⎩

(i) un ⇀ u weakly in Lq(0, 1)),∀q ∈ [1, 1/(1 – s)),

(ii) I1–s
+ [un] → I1–s

+ [u] strongly in Lp(0, 1),∀p < +∞,

(iii) I1–s
– [un] → I1–s

– [u] strongly in Lp(0, 1),∀p < +∞,

I1–s
+ [un] ⇀ I1–s

+ [u], I1–s
– [un] ⇀ I1–s

– [u] weakly in BV (0, 1). (2.15)

We end this section by collecting some embeddings and continuity results related to
the space of functions of bounded variation BV (0, 1), the space of special functions of
bounded variation SBV (0, 1) (the bounded variation ones whose distributional derivative
has no Cantor part), see [1, 2]) and the fractional bounded variation space BV s(0, 1).

By (74), (78), (91), and (93) of [26] we recall these space embeddings

SBV (0, 1) ⊂
⋂

s∈(0,1)

W s,1(0, 1),

BV (0, 1) ⊂ W s,1(0, 1) ⊂ BV s(0, 1) (2.16)

and several embeddings that are lacking

BV (0, 1) ⊂
�=

W s,1(0, 1), W s,1(0, 1) � BV (0, 1), ∀s ∈ (0, 1),

W s,1(0, 1) ⊂
�=

BV s
+(0, 1), W s,1(0, 1) ⊂

�=
BV s

–(0, 1), ∀s ∈ (0, 1).

3 FTV : symmetrized fractional total variation model (1-dimensional)
In this section, we consider a 1D Variational Model designed for signal processing. Let us
mention that while the fractional calculus was extensively used in optimal control for dif-
ferential equations theory, only recently has this mathematical approach been considered
in computer vision ([35]).

We introduce here a 1D model based on Fractional Total Variation of restored images:
a variational principle where a suitably weighted fidelity term matches with a regularizing
term corresponding to the total variation of left and right fractional derivatives.

Given

λ > 0, s ∈ (0, 1), (3.1)

g ∈ L2(0, 1), (3.2)

where λ is weighting parameter for the fidelity term, s is the fractional order of derivatives
and g represents the raw datum, we consider the following problem

min
{
F (u) : u ∈ BV s(0, 1) ∩ L2(0, 1)

}
, (PF )
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where

F (u) :=
λ

2

∫ 1

0

∣∣u(x) – g(x)
∣∣2 dx +

∥∥Ds
+[u]

∥∥
T+

+
∥∥Ds

–[u]
∥∥

T–
, (3.3)

and Ds±u denote, respectively, the left and right distributional Riemann–Liouville frac-
tional derivatives of u as defined in [26], as convolutions, so that Ds

+[u] ≡ 0 on (–∞, 0)
and Ds

–[u] ≡ 0 on (1, +∞); thus, we are adopting this notation

∥∥Ds
+[u]

∥∥
T+

:=
∥∥Ds

+[u]
∥∥
M(–∞,1) =

∥∥Ds
+[u]

∥∥
M(0,1) +

∣∣I1–s
+ [u](0+)

∣∣, (3.4)
∥∥Ds

–[u]
∥∥

T–
:=

∥∥Ds
–[u]

∥∥
M(0,+∞) =

∥∥Ds
–[u]

∥∥
M(0,1) +

∣∣I1–s
– [u](1–)

∣∣, (3.5)

where ‖μ‖M(A) denotes the total variation in A of a real-valued measure μ.
A reasonable model of signal analysis should fulfil invariance under reflection of the

data. We emphasize that our fractional total variation model is symmetric in the sense
that no direction is preferred, since both Ds

+ and Ds
– are taken into account here, as is

made precise by the next Remarks.

Remark 3.1 To every mimimizer v of problem (PF ) with datum g , correspond a minimizer
ṽ of problem (PF ) with datum g̃ , with the notation w̃(x) = w(1 – x).

Remark 3.2 If one drops the last summand (the one dependent on Ds
–) in definition (PF ),

then F (xs–1) would reduce to λ
2 ‖xs–1 – g‖2

L2 , due to Ds
+[xs–1] = 0, whereas with the present

definition F (xs–1) = λ
2 ‖xs–1 – g‖2

L2 + ‖Ds
–[xs–1]‖T , where Ds

–[xs–1] is nontrivial, since, by
Lemma 8 in [26], Ds

–[v] ≡ 0 if and only if v(x) = C(1 – x)s–1.
Actually, by formula (A.1) in the Appendix with α = s and β = s – 1,

Ds
–
[
xs–1] = –DxI1–s

–
[
xs–1] = –Dx

(
1

�(1 – s)

∫ 1

x
w–1(1 – w)–s dw

)
�≡ 0.

Moreover, Ds
–[xs–1] is not a measure of bounded variation (indeed it is an analytic function

with a singularity asymptotic to (�(1 – s))–1(1 – x)–s/x) at x = 0+; hence,

xs–1 ∈ BV s
+ \ BV s

– ∀s ∈ (0, 1), (3.6)

(1 – x)s–1 ∈ BV s
– \ BV s

+ ∀s ∈ (0, 1); (3.7)

thus, neither xs–1 nor (1 – x)s–1 belong to BV s(0, 1), hence neither xs–1 nor (1 – x)s–1 belong
to the domain of F . This is a nice property, since in signal processing we would like to
disregard unbounded outputs.

Summarizing, if one drops ‖Ds
+[u]‖ (respectively, ‖Ds

–[u]‖) in the definition of F then
(1 – x)s–1 (respectively, xs–1) belongs to the domain.

Example 3.3 We can refine the example in the previous Remark, by showing a function
v ∈ BV s

+(0, 1) \ BV s
–(0, 1) with nontrivial Ds

+[v]: set

v(x) = H(x – 1/2)|x – 1/2|s–1,
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then, exploiting Examples 1 and 8 provided in [26] referring to the interval (–1, 1) in place
of (0, 1) and exploiting the translation invariance of fractional integrals and derivatives, we
obtain

I1–s
+

[
H(x – 1/2)|x – 1/2|s–1](x) =

⎧⎨
⎩

0 if 0 < x < 1/2,

�(s) if 1/2 < x < 1,

Ds
+[H(x – 1/2)|x – 1/2|s–1](x) = �(s)δ(x – 1/2), H(x – 1/2)|x – 1/2|s–1 ∈ BV s

+(0, 1), while
I1–s

– [H(x – 1/2)|x – 1/2|s–1](x) is unbounded in the neighborhood of x = 1/2, hence
I1–s

– [H(x–1/2)|x–1/2|s–1](x) does not belong to BV (0, 1), therefore function H(x–1/2)|x–
1/2|s–1 does not belong to BV s

–(0, 1). For instance, if s = 1/2:

I1/2
+

[
H(x – 1/2)|x – 1/2|–1/2](x) =

⎧⎨
⎩

0 if 0 < x < 1/2,
√

π if 1/2 < x < 1,

while

I1/2
–

[
H(x – 1/2)|x – 1/2|–1/2](x) =

2 ln(1 +
√

2 – 2x) – ln |1 – 2x|√
π

.

Remark 3.4 By denoting V the Cantor–Vitali function ([1]) and using notation Ṽ (x) =
V (1 – x), we obtain (see (A.5)):

Ds
+[Ṽ ](x) = –Ds

–[V ](1 – x),

V (x) + Ṽ (x) = 1

and computing Dx and Ds
+ on both sides

Dx[V ](x) + Dx[Ṽ ](x) = 0,

Ds
+[V ](x) + Ds

+[Ṽ ](x) =
x–s

�(1 – s)
,

Ds
+[V ](x) = Ds

–[V ](1 – x) +
x–s

�(1 – s)
,

explicitly: Ds
+[V ](x) �= Ds

–[V ](1 – x).

3.1 Analysis of 1-dimensional FTV model
Here, we prove the existence and uniqueness of a solution to (PF ).

Lemma 3.5 (Lower semicontinuity) Assume un is a uniformly bounded sequence in
BV s(0, 1) and un ⇀ u weakly in L2(0, 1). Then,

lim inf
∥∥Ds

+un
∥∥

T+
≥ ∥∥Ds

+u
∥∥

T+
, lim inf

∥∥Ds
–un

∥∥
T–

≥ ∥∥Ds
–u

∥∥
T–

. (3.8)

Proof The sequence un is uniformly bounded in L2(0, 1) and hence in L1(0, 1). Set

zn(x) = I
[
Ds

+[un]
]
(x) and z(x) = I

[
Ds

+[u]
]
(x).
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Here, I[μ] denotes the primitive vanishing on x < 0 of measure μ: I[μ](x) = μ([0, x]). Thus,
zn is uniformly bounded in BV (0, 1) and up to subsequences zn → z strongly in L1, then

lim inf
∥∥Ds

+[un]
∥∥

T+
= lim inf‖Dzn‖T+ ≥ ‖Dz‖T+ =

∥∥Ds
+[u]

∥∥
T+

.

The same analysis can be used to deal with Ds
–[u]. Thus, (3.8) is proved.

We emphasize that zn is allowed to be different from un and z is allowed to be different
from u, since:

zn(x) = I
[
Ds

+[un]
]
(x) = I1–s

+
[
Is

+
[
Ds

+[un]
]]

(x) = I1–s
+

[
un –

I1–s
+ [un]
�(s)

xs–1
]

(x),

z(x) = I
[
Ds

+[u]
]
(x) = I1–s

+
[
Is

+
[
Ds

+[u]
]]

(x) = I1–s
+

[
u –

I1–s
+ [u]
�(s)

xs–1
]

(x). �

Theorem 3.6 Assume g ∈ L2(0, 1). Then, problem (PF ) has a unique minimizer.

Proof We apply the direct method of calculus of variations. The domain of functional F
is nonempty, since F (0) = ‖g‖2

L2 < +∞. Moreover, F is always nonnegative, hence it is
bounded from below.

Let un be a minimizing sequence for F ; then un is bounded in L2(0, 1), in L1(0, 1) and
in BV s(0, 1). Therefore, up to subsequences and without relabeling, un weakly converges
to some ũ in L2(0, 1). In addition, Ds

+un and Ds
–un are bounded in M. Thus, due to com-

pactness (Theorem 2.6) there exists ũ ∈ BV s((0, 1)), Ds
+un → Ds

+ũ, Ds
–un → Ds

–ũ (weak∗

convergences in M) and un → ũ strongly in L1 and weakly in L2.
The existence of a minimizer follows by the lower semicontinuity of positive quadratic

forms in L2 and the lower semicontinuity of total variation of Ds
+un and Ds

–un with respect
to the weak∗ convergence (see Lemma 3.5).

The uniqueness of the minimizer is due to the fact that functional F is strictly convex,
since it is the sum of a strictly convex term and two convex terms. �

We also introduce the problems

min
{
E+(v) : v ∈M+

}
, (P+

E )

min
{
E–(w) : w ∈M–

}
, (P–

E )

where M+ := {μ ∈M(–∞, 1) : sptμ ⊂ [0, 1)}, M– := {μ ∈M(0, +∞) : sptμ ⊂ (0, 1]} and

E+(v) :=
λ

2
∥∥Is

+[v] – g
∥∥2

L2 + ‖v‖T+ +
∥∥Ds

–
[
Is

+[v]
]∥∥

T–
, (3.9)

E–(w) :=
λ

2
∥∥Is

–[w] – g
∥∥2

L2 + ‖w‖T– +
∥∥Ds

+
[
Is

–[w]
]∥∥

T+
. (3.10)

Theorem 3.7 Assume that g ∈ L2(0, 1) and s ∈ (0, 1).
Then, both problems (P+

E ) and (P–
E ) have a unique minimizer.

Precisely, the problems (PF ), (P+
E ), and (P–

E ) are equivalent problems. Moreover, if ũ, ṽ,
and w̃ are the unique minimizers, respectively, of (PF ), (P+

E ), and (P–
E ), then

ũ = Is
+[̃v] = Is

–[w̃].
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Proof Indeed, we can perform these changes of variables on generic competing functions:

u = Is
+[v], u = Is

–[w]. (3.11)

Let us check that the changes of variables are bijective.
For every v ∈ domE+ = {v ∈M+ : Is

+[v] ∈ L2(0, 1)} there exists a uniquely defined function
u = Is

+[v] ∈ L2(0, 1), which also fulfils I1–s
+ [u](x) = I1–s

+ [Is
+[v]](x) =

∫ x
0 v ∈ BV , hence u belongs

to domF = BV s ∩ L2.
In exactly the same way, one can verify that for every w ∈ domE– = {v ∈ M– : Is

–[v] ∈
L2(0, 1)} there exists a uniquely defined u = Is

–[w] ∈ domF .
Vice versa, for all u ∈ domF = BV s ∩L2 = {u ∈ L2(0, 1) : I1–s

+ [u], I1–s
– [u] ∈ BV (0, 1)}, due to

Propositions 3 and Corollary 2 in [26] we can solve in the distributional framework the for-
ward and backward Abel integral equations (3.11), finding a unique Laplace-transformable
solution v and a unique solution w among the Laplace-transformable distribution com-
puted in the variable 1 – x, explicitly given by:

v(x) = Ds
+[u](x) + I1–s

+ [u](0+)δ(x), (3.12)

w(x) = Ds
–[u](x) + I1–s

– [u](1–)δ(x – 1). (3.13)

The equivalence follows by plain substitution: taking into account the identities of
Ds

+[Is
+[u]] = u, Ds

–[Is
–[u]] = u (see (117), (121) in [26]), we obtain

F (u) = E+(v) = E–(w).

Thus, the equivalences are shown. Then, by equivalence with problem (PF ) we obtain the
existence for (P+

E ) and (P–
E ); uniqueness follows by the bijectivity of variable changes. �

3.2 Optimality conditions
We provide explicit representations for adjoint operators of fractional integral and frac-
tional derivatives, in order to state some necessary conditions for candidate minimizers
of problem (PF ).

Lemma 3.8 The adjoint operators (Is
+)∗, (Is

–)∗, (Is)∗ are defined by

∫ 1

0

(
Is

+
)∗[v](x)u(x) dx =

∫ 1

0
v(x)Is

+[u](x) dx, ∀u, v ∈ L1(0, 1),

∫ 1

0

(
Is

–
)∗[v](x)u(x) dx =

∫ 1

0
v(x)Is

–[u](x) dx, ∀u, v ∈ L1(0, 1),

∫ 1

0

(
Is)∗[v](x)u(x) dx =

∫ 1

0
v(x)Is[u](x) dx, ∀u, v ∈ L1(0, 1)

and fulfil

(
Is

+
)∗ = Is

–,
(
Is

–
)∗ = Is

+,
(
Is)∗ = Is. (3.14)
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The adjoint operators (Ds
+)∗, (Ds

–)∗, (Ds)∗ are defined by:

∫ 1

0

(
Ds

+
)∗[v](x)u(x) dx =

∫ 1

0
v(x)Ds

+[u](x) dx, ∀u ∈ BV s, v ∈ W 1,1
0 (0, 1),

∫ 1

0

(
Ds

–
)∗[v](x)u(x) dx =

∫ 1

0
v(x)Ds

–[u](x) dx, ∀u ∈ BV s, v ∈ W 1,1
0 (0, 1),

∫ 1

0

(
Ds)∗[v](x)u(x) dx =

∫ 1

0
v(x)Ds[u](x) dx, ∀u ∈ BV s, v ∈ W 1,1

0 (0, 1),

where W 1,1
0 (0, 1) is the completion of C∞

0 (0, 1) in norm W 1,1
G (0, 1), and fulfil

(
Ds

+
)∗[v] = –I1–s

– [Dxv] ∀v ∈ W 1,1
0 (0, 1), (3.15)

(
Ds

–
)∗[v] = –I1–s

+ [Dxv] ∀v ∈ W 1,1
0 (0, 1). (3.16)

Proof For every u, v ∈ L1(0, 1) we obtain:

∫ 1

0

(
Is

+
)∗[v](x)u(x) dx =

∫ 1

0
v(x)Is

+[u](x) dx

=
1

�(s)

∫ 1

0
v(x)

(∫ x

0

u(t)
(x – t)1–s dt

)
dx

=
1

�(s)

∫ 1

0
u(t)

(∫ 1

t

v(x)
(x – t)1–s dx

)
dt

=
∫ 1

0
Is

–[v](t)u(t) dt,

thus the first equality in (3.14) is proved. The second one follows by analogous computa-
tions. Together, they entail the third one, since Is = 1/2(Is

+ + Is
–).

For every u ∈ W s,1(0, 1) and v ∈ W 1,1
0 (0, 1), by v(0) = v(1) = 0 and (3.14), we obtain:

∫ 1

0
Ds

+[u](x)v(x) dx =
∫ 1

0
DxI1–s

+ [u](x)v(x) dx

= –
∫ 1

0
I1–s

+ [u](x)Dxv(x) dx +
[
I1–s

+ [u](x)v(x)
]x=0

x=1

= –
∫ 1

0
I1–s

+ [u](x)Dxv(x) dx = –
∫ 1

0
u(x)I1–s

– [Dxv](x) dx.

Thus, (3.15) is proved, and (3.16) can be shown by analogous computations. �

Lemma 3.9 The unique minimizer z of problem (PF ) fulfils in D′(0, 1)

λ(g – z) ∈ (
Ds

+
)∗[

∂T+
(
Ds

+[z]
)]

+
(
Ds

–
)∗[

∂T–
(
Ds

–[z]
)]

, (3.17)

explicitly

λ(z – g) ∈ I1–s
–

[
Dx

[
∂T+

(
Ds

+[z]
)]]

+ I1–s
+

[
Dx

[
∂T–

(
Ds

–[z]
)]]

, (3.18)
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where T+, T– are defined in (3.4) and (3.5), ∂J denotes the subdifferential of a convex func-
tional J , and the right-hand sides in both inclusions (3.17) and (3.18) have to be understood
with restriction to the selections of ∂T leading to local integrability for both Ds

+[∂T+[z]] and
Ds

–[∂T–[z]].

Proof The subdifferential of a proper convex functional on a Banach space, as is the case
for F on BV s(0, 1), is a (possibly multivalued) maximal monotone operator with values
in the dual space ([9]), it is coincident with the Frechet derivative for C1 functionals and
if there are minimizers then the null element of dual space belongs to the subdifferential
evaluated at every minimizer.

By performing smooth variations ϕ times a real constant ε around a minimizer z we
obtain 0 ∈ ∂F (z) and

〈
∂F (z),ϕ

〉
=

∫ 1

0
λ(z – g)ϕ dx +

〈
∂T+

[
Ds

+[z]
]
, Ds

+[ϕ]
〉
+

〈
∂T–

[
Ds

–[z]
]
, Ds

–[ϕ]
〉

and (3.17) is proved. Hence, (3.15) and (3.16) entail (3.18). �

Remark 3.10 We emphasize that if F (z) < +∞ and Ds
+[z] ≡ 0 then Ds

–[z] ≡ 0 too (due to
Remark 3.2). Analogously, F (z) < +∞ and Ds

–[z] ≡ 0 entail Ds
+[z] ≡ 0.

Summarizing, if F (z) < +∞ and, either Ds
+[z] ≡ 0 or Ds

–[z] ≡ 0, then z = 0.

Remark 3.11 If z ∈ BV s(0, 1) solves (3.17), I1–s
+ [z] ∈ C1(–∞, 1), I1–s

– [z] ∈ C1(0, +∞) and z
fulfils both conditions Ds

+[z](x) �= 0 and Ds
–[z](x) �= 0 for all x ∈ (0, 1), then

λ(z – g) ∈ I1–s
–

[
Dx

[
Ds

+[z]
|Ds

+[z]|
]]

+ I1–s
+

[
Dx

[
Ds

–[z]
|Ds

–[z]|
]]

.

Lemma 3.12 The unique minimizer w of problem (P+
E ) fulfils

λ
(
Is

+
)∗[g – Is

+[w]
] ∈ ∂T+(w) +

(
Is

+
)∗(Ds

–
)∗

∂T–
(
Ds

–
[
Is

+[w]
])

, (3.19)

or, equivalently

λIs
–
[
g – Is

+[w]
] ∈ ∂T+(w) – Is

–
[
I1–s

+
[
Dx

(
∂T–

(
Ds

–
[
Is

+[w]
]))]]

.

Proof The same argument is applied as in the proof of Lemma 3.9. �

4 FTV : symmetrised fractional total variation model (2-dimensional)
We consider an image in the domain  = (0, 1) × (0, 1). About notation, ∂

∂x and ∂
∂y , respec-

tively, denote the distributional partial derivatives with respect to x and y.

4.1 Fractional integral and fractional derivative in 2D
Definition 4.1 (Fractional partial integrals) Set  = (0, 1)× (0, 1), u ∈ L1(). For every 0 <
s < 1, we define the partial left-side and right-side Riemann–Liouville fractional integrals,
by setting, respectively,

Is
x,+[u](x, y) :=

1
�(s)

∫ x

0

u(t, y)
(x – t)1–s dt, 0 ≤ x ≤ 1,
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Is
x,–[u](x, y) :=

1
�(s)

∫ 1

x

u(t, y)
(t – x)1–s dt, 0 ≤ x ≤ 1,

Is
y,+[u](x, y) :=

1
�(s)

∫ y

0

u(x, t)
(y – t)1–s dt, 0 ≤ y ≤ 1,

Is
y,–[u](x, y) :=

1
�(s)

∫ 1

y

u(x, t)
(t – y)1–s dt, 0 ≤ y ≤ 1.

Next, starting from the 1D case, see [25, 26] and [33], we introduce a new definition of
left and right Riemann–Liouville fractional partial derivatives.

Definition 4.2 (Distributional fractional partial derivative) Assume that u ∈ L1() and
0 < s < 1, then the left and right fractional partial derivatives of u at (x, y) ∈  are defined
by

(
∂

∂x

)s

+
[u](x, y) :=

∂

∂x
(
I1–s

x,+ [u]
)
(x, y) =

1
�(1 – s)

∂

∂x

∫ x

–∞
u(t, y)
(x – t)s dt, (4.1)

(
∂

∂x

)s

–
[u](x, y) := –

∂

∂x
(
I1–s

x,– [u]
)
(x, y) =

–1
�(1 – s)

∂

∂x

∫ +∞

x

u(t, y)
(t – x)s dt, (4.2)

(
∂

∂y

)s

+
[u](x, y) :=

∂

∂y
(
I1–s

y,+ [u]
)
(x, y) =

1
�(1 – s)

∂

∂y

∫ y

–∞
u(x, t)
(y – t)s dt, (4.3)

(
∂

∂y

)s

–
[u](x, y) := –

∂

∂y
(
I1–s

y,– [u]
)
(x, y) =

–1
�(1 – s)

∂

∂y

∫ +∞

y

u(x, t)
(t – y)s dt. (4.4)

4.2 Description and analysis of the 2-dimensional FTV model
Set

‖ · ‖Tx,+ = ‖ · ‖M([0,1)x), ‖ · ‖Tx,– = ‖ · ‖M((0,1]x),

‖ · ‖Ty,+ = ‖ · ‖M([0,1)y), ‖ · ‖Ty,– = ‖ · ‖M((0,1]y) and

x,+ = [0, 1) × (0, 1), x,– = (0, 1] × (0, 1),

y,+ = (0, 1) × [0, 1), y,– = (0, 1) × (0, 1].

Find u minimizing

F (u) :=
λ

2

∫


∣∣u(x, y) – g(x, y)
∣∣2 dx dy (4.5)

+
∫ 1

0

∥∥∥∥
(

∂

∂x

)s

+
[u]

∥∥∥∥
Tx,+

dy +
∫ 1

0

∥∥∥∥
(

∂

∂y

)s

+
[u]

∥∥∥∥
Ty,+

dx

+
∫ 1

0

∥∥∥∥
(

∂

∂x

)s

–
[u]

∥∥∥∥
Tx,+

dy +
∫ 1

0

∥∥∥∥
(

∂

∂y

)s

–
[u]

∥∥∥∥
Ty,+

dx

=
λ

2
‖u – g‖2

L2()

+
∣∣∣∣
(

∂

∂x

)s

+

∣∣∣∣
T(x,+)

+
∣∣∣∣
(

∂

∂y

)s

+

∣∣∣∣
T(x,–)

+
∣∣∣∣
(

∂

∂x

)s

–

∣∣∣∣
T(y,+)

+
∣∣∣∣
(

∂

∂y

)s

–

∣∣∣∣
T(y,–)
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among u ∈ L2() s.t. ( ∂
∂x )s

+[u](·, y) and ( ∂
∂x )s

–[u](·, y) are measures of bounded variation for
a.e. y, and ( ∂

∂y )s
+[u](x, ·) and ( ∂

∂x )s
–[u](x, ·) are measures of bounded variation for a.e. x, hence

( ∂
∂x )s

+[u], ( ∂
∂x )s

–[u], ( ∂
∂y )s

+[u] and ( ∂
∂x )s

–[u] are measures of bounded variation, respectively,
on x,+, x,–, y,+, and y,–.

Here, |μ|T(A) denote the total variation of μ on A, for A ⊂R
2 Borel set.

First, we note that the sublevels of the functional F are sequentially compact with re-
spect to the natural topology of the domain.

Lemma 4.3 Assume that F (vk) ≤ C < +∞. Then, there is v ∈ L2() with ( ∂
∂x )s±[v] and

( ∂
∂y )s±[v] that are measures of bounded variation, respectively, on x,± and y,±, and there

is a subsequence vhk such that

vhk ⇀ v weakly in L2(), (4.6)
(

∂

∂x

)s

+
[vhk ] ⇀

(
∂

∂x

)s

+
[v] weak∗ in M(), (4.7)

(
∂

∂x

)s

–
[vhk ] ⇀

(
∂

∂x

)s

–
[v] weak∗ in M(), (4.8)

(
∂

∂y

)s

+
[vhk ] ⇀

(
∂

∂y

)s

+
[v] weak∗ in M(), (4.9)

(
∂

∂y

)s

–
[vhk ] ⇀

(
∂

∂y

)s

–
[v] weak∗ in M(). (4.10)

Proof Due to standard compactness properties, by subsequent extractions, we find vhk , v,
μx,+, μx,–, μy,+, μy,– s.t. (4.6) holds true together with

(
∂

∂x

)s

+
[vhk ] ⇀ μx,+ weak∗ in M(),

(
∂

∂x

)s

–
[vhk ] ⇀ μx,– weak∗ in M(),

(
∂

∂y

)s

+
[vhk ] ⇀ μy,+ weak∗ in M(),

(
∂

∂y

)s

–
[vhk ] ⇀ μy,– weak∗ in M().

vhk ⇀ v in L2() entails vhk → v in D′(), hence I1–s
+ [vhk ] → I1–s

+ [v] in D′() and

(
∂

∂x

)s

+
[vhk ] =

∂

∂x
I1–s

+ [vhk ] → ∂

∂x
I1–s

+ [v] = μx,+ in D′(),

hence (4.7) is proved.
Convergences (4.8), (4.9), and (4.10) can be shown by the same argument. �

Theorem 4.4 Assume g ∈ L2(). Then, the functional (4.5) achieves a finite minimum and
the minimizer is unique.
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Proof It is a consequence of Lemma 4.3, since all terms are lower semicontinuous, respec-
tively, in the convergences warranted by the lemma. Uniqueness follows by convexity of
the functional and strict convexity of the fidelity term in L2. �

5 Comparison of FTV model with the Zhang–Chen model
A few authors have introduced and studied isotropic fractional models for signal filtering.

In particular Zhang–Chen in [35] chose the domain for the competing functions as the
space V s

+ ∩ V s
– ∩ L2, where

V s
± :=

{
v ∈ L1 : sup

ϕ∈C1
0 ,|φ|≤1

∫
v divs

+ φ

}
, with divs

± φ =
∑

j

(Dj)s
±φj,

whereas in the present article we chose BV s ∩ L2, where

BV s =
{

v ∈ L1 : both I1–s
+ [v] and I1–s

– [v] belong to BV (0, 1)
}

.

Comparison of domains is quite technical, since pointwise values (defined by integral av-
erages and distributional derivatives) could be undefined at boundary points.

However, the space W s,1 is contained in both BV s and V s.
Indeed, if v ∈ W s,1 then one can evaluate its classical Caputo derivatives obtaining

(rephrasing (3.2) of [35] in 1D, for simplicity, say considering Ds
+ in place of divs

+) with
notation RLDs± in place of Ds± to emphasize the Riemann–Liouville versus Caputo frac-
tional operators:

CDs
+[v](x) = RLDs

+[v](x) –
v(0)

�(1 – s)
(x – a)–s, 0 < s < 1, v ∈ W s,1, (5.1)

CDs
–[v](x) = RLDs

–[v](x) –
v(1)

�(1 – s)
(b – x)–s, 0 < s < 1, v ∈ W s,1, (5.2)

and, by exploiting (3.15) and (3.16), we obtain

–
∫ 1

0
v
(

CDs
+[ϕ]

)
=

∫ 1

0

(
RLDs

–[v]
)
ϕ, 0 < s < 1, v ∈ W s,1,ϕ ∈ C1

0 , (5.3)

–
∫ 1

0
v
(

CDs
–[ϕ]

)
=

∫ 1

0

(
RLDs

+[v]
)
ϕ, 0 < s < 1, v ∈ W s,1,ϕ ∈ C1

0 . (5.4)

Hence, for every v ∈ W s,1,

sup

{∫ 1

0
v
(

RLDs
+[ϕ]

)
: ϕ ∈ C1

0 , |ϕ| ≤ 1
}

=
∣∣CDs

–[v]
∣∣
M(0,1), (5.5)

sup

{∫ 1

0
v
(

RLDs
–[ϕ]

)
: ϕ ∈ C1

0 , |ϕ| ≤ 1
}

=
∣∣CDs

+[v]
∣∣
M(0,1). (5.6)

Note that all dualities above actually are Lebesgue integrals, due to the regularity of v.

Remark 5.1 Nearly all previous models have an intrinsic anisotropic formulation; how-
ever, we already emphasized examples and theoretical motivations for the quest of sym-
metrical formulations (see Remarks 3.1, 3.2, and 3.4 and Example 3.3).
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Numerical experiments show asymmetric reconstruction of symmetric data. Indeed,
also Zhang–Chen who introduced another isotropic approach, showed numerical exper-
iments of comparison with anisotropic models: for instance, referring to TGV in the cap-
tion of Fig. 1(b) of [35], one can see how TGV , though achieving a good fidelity to the
datum, exhibits an asymmetric image reconstruction of the reversed parabola synthetic
datum, when exploiting Ds

+ only.

6 Conclusions
In this paper, we introduce and study a variational model for signal and image analysis
based on Riemann–Liouville fractional derivatives and aiming to denoise images with tex-
tures.

We call it the isotropic FTV model, since it is based on Fractional Total Variation of
restored images: it relies on the minimization of a suitably weighted quadratic fidelity
term with a regularizing term corresponding to the sum of total variations of both left
and right fractional derivatives. The presence of both derivatives provides an orientation-
independent analysis. We emphasize that, as long as fractional derivatives are involved,
the isotropy is not for free but must be imposed, since both right and left derivatives have
different nontrivial kernels.

Model analysis is performed first in one dimension, then in two dimensions.
We prove that there exists a unique minimizer in the space of bilateral Fractional

Bounded Variation space BV s that we have introduced in a previous paper, and we show
several optimality conditions fulfilled by the minimizers.

Appendix
We collect here some useful identities that were exploited within the paper.

Assume 0 < x < 1, 0 < α < 1, 0 < β < 1. Then,

I1–α
1–

[
xβ

]
(x) =

1
�(1 – α)

x1+β–α

∫ 1

x
wα–β–2(1 – w)–α dw. (A.1)

It is worthwhile noting that, as x → 0+, the infinitesimal x1+β–α is multiplied by a divergent
integral. Thus, in the limit as x → 0+, formula (A.1) recovers

I1–α
1–

[
xβ

]
(0) =

1
(1 + β – α)�(1 – α)

. (A.2)

Proof

I1–α
1–

[
xβ

]
=

1
�(1 – α)

∫ 1

x

tβ

(t – x)α
dt

={τ=1–t, dt=–dτ } 1
�(1 – α)

∫ 0

1–x

(1 – τ )β

(1 – x – τ )α
(–1) dτ

=
1

�(1 – α)

∫ 1–x

0
(1 – τ )β

(
(1 – τ ) – x

)–α dτ

=
xβ–α

�(1 – α)

∫ 1–x

0

(
1 – τ

x

)β((
1 – τ

x

)
– 1

)–α

dτ
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=

{y = (1 – τ )/x,
dτ = –x dy,
1 < y < 1/x

}
x1+β–α

�(1 – α)

∫ 1/x

1
yβ (y – 1)–α dy

={y=1/w, dy=(–1/w2) dw} x1+β–α

�(1 – α)

∫ 1

x
wα–β–2(1 – w)–α dw. �

By choosing α = s, β = s – 1 we obtain

Ds
–
[
xs–1](x) =

1
�(1 – α)

Dx

∫ 1

x
w–1(1 – w)–s dw �≡ 0, (A.3)

hence Ds
–[xs–1] /∈M, that is xs–1 /∈ BV s, whereas ker Ds

– = K(1 – x)s–1.

Lemma A.1 By setting w̃(x) = w(1 – x), we have

Ds
–[w̃](x) = –Ds

+[w](1 – x), (A.4)

Ds
+[w̃](x) = –Ds

–[w](1 – x). (A.5)

Proof We show (A.4):

Ds
–[w̃](x) = –

1
�(1 – s)

Dx

∫ 1

x

w(1 – t)
(t – x)s dt

= –
1

�(1 – s)
Dx

∫ 0

1–x

w(τ )
((1 – x) – τ )s (–dτ ) = –Ds

+[w](1 – x).

Equation (A.5) can be proved by an analogous change of variable. �
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